
Acta Cryst. (1995). D51, 85-92 

Time-Averaging Crystallographic Refinement: Possibilities and Limitations Using 
a-Cyclodextrin as a Test System 

BY CELIA A. SCmFFER 

Laboratory of Physical Chemistry, ETH-Zentrum, 8092 Zffrich, Switzerland 

PIET GROS 

Department of Molecular Biophysics and Biochemistry, Yale University, New Haven, CT 06511, USA 

AND WILFRED F. VAN GUNSTEREN 

Laboratory of Physical Chemistry, ETH-Zentrum, 8092 Zffrich, Switzerland 

(Received 29 November 1993; accepted 21 June 1994) 

85 

Abstract 

The method of time-averaging crystallographic 
refinement is assessed using a small molecule, 
a-cyclodextrin, as a test system. A total of 16 
refinements are performed on simulated data. Three 
resolution ranges of the data are used, the memory 
relaxation time of the averaging is varied, and several 
overall temperature factors are used. The most 
critical factor in the reliable application of time- 
averaging is the resolution of the data. The ratio of 
data to molecular degrees of freedom should be large 
enough to avoid overfitting of the data by the time- 
averaging procedure. The use of a free R factor can 
aid in determining whether time-averaging can be 
reliably applied. Good ensembles of structures are 
obtained using data up to 1.0 or 2.0 A resolution. 
Comparison of electron-density maps from time- 
averaging refinement and anisotropic temperature- 
factor refinement indicates that the former technique 
yields a better representation of the exact data than 
the latter. 

Introduction 

Crystallographic refinement is the technique of fitting 
a model structure to the experimentally observed 
diffraction intensities. In a perfect crystal at 0 K only 
one conformation of the molecular system exists. 
Thus, it is sufficient to represent the structure of the 
molecules by a single model structure. Often, how- 
ever, in crystals of biological macromolecules there 
are regions in the asymmetric unit where the order of 
the crystal breaks down. Traditionally these regions 
are characterized by high temperature factors or 
disordered areas in the electron-density map. 

In least-squares crystallographic refinement one 
structure is fitted within the constraints of chemistry 
to the experimental X-ray data. This method works 

© 1995 International Union of Crystallography 
Printed in Great Britain - all rights reserved 

as long as the starting configuration of the model is 
already close to the correct one. With the introduc- 
tion of molecular dynamics (MD) (Brfinger, Kuriyan 
& Karplus, 1987; Briinger, 1988; Fujinaga, Gros & 
van Gunsteren, 1989) to crystallographic refinement, 
the radius of convergence of the refinement increased 
substantially. By simulating the system at a non-zero 
temperature the kinetic energy of the system allows 
the model structure to overcome potential energy 
barriers and thus to search for a better fit with the 
experimental data. This method was still only used to 
search for a single model structure that fits the 
experimental data. This restriction prohibits an 
adequate analysis of regions where multiple molecu- 
lar conformations exist. 

The technique of time-averaging crystallographic 
refinement was introduced by Gros, van Gunsteren 
& Hol (1990). This method refines an ensemble of 
structures against the data rather than just a single 
structure. The ensemble consists of conformations of 
the molecule at time points along an MD trajectory 
in which a pseudo potential energy term restrains the 
molecular configurations such that the deviation of 
the amplitudes of the time-averaged structure factors 
from the observed amplitudes is minimal. Time- 
averaging refinement may distinguish whether a dis- 
ordered part of the molecule adopts a multitude of 
configurations throughout the crystal, which would 
indicate a mobile region, or resides mainly in two or 
three distinct conformations, which reflects static 
disorder in the crystal. Better understanding of the 
flexibility in a molecule will aid in understanding 
how a particular molecule functions. 

Gros et al. (1990) applied the time-averaging 
refinement technique to bovine pancreatic phospho- 
lipase A2. The resulting ensemble of protein struc- 
tures showed a narrow distribution of atomic 
positions in secondary-structure elements and a wide 
variation of loop conformations. The latter were 
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interpreted to reflect the larger flexibility of loops of 
a protein. The time-averaged refined ensemble of 
protein structures had a considerable lower R value, 
9.8%, than the conventionally refined single protein 
structure, 17.1%. This result posed the question 
whether the smaller R value is due to the extension 
of the number of protein structures used to fit the 
experimental data, or to a better representation of 
the average electron distribution by an MD- 
generated ensemble of protein structures. Probably 
both effects play a role. When applying time- 
averaging to the X-ray restraint potential energy 
term (VSefstr), the physical interaction term (Vohys) 
gets to play a larger role in the refinement process, 
and its influence on the quality of the resulting 
ensemble of structures will be enhanced. To separate 
the effect of the application of time-averaging from 
the effect of the physical force field (stereochemical 
restraints) used, Gros & van Gunsteren (1993) exam- 
ined a nine-atom test system in which no physical 
force field was used, and analyzed the effect of 
time-averaging on the resulting electron density when 
only X-ray restraint forces are applied. The next step 
is to analyze these effects for a more realistic case. 

sf In time-averaging refinement a term, Vrestr, is 
added to the physical potential energy function, 
Vphys, which restrains the system to the X-ray data 
[(1)] just like in traditional MD refinement. 

= Vres t  r. ( 1 )  V Vphy  s .jr_ sf 

The difference to traditional refinement is that sr Vres t r  
is a function of an ensemble of structures rather than 
a single structure [(2)], 

V~str = ~k~s[Igobs(S)l- k~cl(Fca,c(S))l] 2 (2) 

and 
I 

(Fcaic(S)),~,, = {r~[1 -- exp( -  t / rx ) ] } - i f  
0 

x e x p [ - ( t -  t')/rx]F~al~[s;r(t')]dt'. (3) 

Here rx is the (memory) relaxation time over which 
an ensemble of structures is accumulated and aver- 
aged. The exponential decay function in (3) has been 
built into the standard formula for averaging the 
structure factor over a time period t, 

t 

(Fca,c(S))®, = t-~fFca,c[s,r(t')]dt ', (4) 
0 

for the following reason. The force due to (2) on the 
atoms depends on the rate of change of the time- 
averaged structure factor. This rate of change 
depends on the length of the averaging period, that is 
the period t when (4) is used, and the period rx when 
expression (3) is used. The former changes con- 
tinuously during a simulation, whereas the latter 
remains constant and therefore the use of (3) is 
preferred. 

The choice of the memory relaxation time rx 
(averaging time) is related to that of the overall B 
factors, since both parameters affect the spatial dis- 
tribution of the electron density due to a particular 
atom. The B factor gives an instantaneous contri- 
bution, whereas the averaging contributes as many 
atom positions as are taken into account within time 
rx. Here, we investigate this relationship. A long rx 
allows for much sampling of configuration space, but 
is expensive since the length of the MD simulation, 
rMD, must be much longer than rx in order to obtain 
sufficient statistics, 

rMD >> rx. (5) 

On the other hand, if the real atomic mobility is 
restricted, a short rx should suffice to adequately 
sample the locally accessible conformations. 

Crystallographic refinement of a model structure 
against the observed reflections may only yield a 
unique solution when the ratio of the number of 
independent observations to the number of degrees 
of freedom of the molecular model is larger than 1. 
At low resolution insufficient data may be available 
to determine a structure. When applying time- 
averaging refinement the ratio of observed data to 
degrees of freedom decreases, which implies that 
higher resolution data may be required than for 
traditional single structure refinement. 

In this study we use a test system to investigate the 
relaxation time necessary to sample conformational 
space and the resolution of the data necessary to use. 
We also consider whether the use of an overall 
temperature factor can help to reduce either the 
sampling time or the resolution necessary to use 
time-averaging crystallographic refinement, since 
increasing the temperature factor effectively increases 
the width of the instantaneous atomic electron distri- 
bution. Thus, in this study we are investigating the 
versatility of the method of time-averaging crystallo- 
graphic refinement. 

The crystal structure of a-cyclodextrin is chosen as 
a test system. It is in the space group P2~2~21. 
a-Cyclodextrin is a flexible relatively small molecule 
with 66 non-H atoms and in this crystal form has six 
water molecules associated with it. For this system 
we performed 13 time-averaging refinements of 
100 ps each to the same set of artificially generated 
data and three refinements without time-averaging. 
With these 16 simulations we examine the effects of 
changing the relaxation time, the resolution and the 
temperature factor in the simulation. 

Generating artificial data 

To test the limits of time-averaging crystallographic 
refinement a set of artificial data was generated to 
avoid the possibility of ambiguous results due to 
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experimental errors. Moreover, by using the same 
force field in structure refinement as when generating 
'observed' structure-factor amplitudes, the influence 
of the force field on the test of the time-averaging 
methodology is minimized. The crystal structure of 
a-cyclodextrin with six water molecules (Klar, 
Hingerty & Saenger, 1980) was used as the initial 
structure for the molecular system. This structure is 
in the orthorhombic space group P212~2~ with the 
unit-cell dimensions a--14.858, b=34.038,  c--  
9.529 A. There is one molecule in the asymmetric 
unit. The asymmetric unit is the system used in all of 
the simulations. Crystalline a-cyclodextrin has been 
studied by Koehler, Saenger & van Gunsteren (1987) 
using molecular dynamics simulation. The 
G R O M O S  force field that was used reproduced the 
crystalline experimental data well (Koehler et al., 
1987, 1988a,b). Here, the same molecular model, 
interaction function and computational procedure 
are used, however, with one exception aimed at a 
considerable reduction of computing effort. When 
using periodic boundary conditions the cut-off radius 
for non-bonded interactions, R,., must be smaller 
than the smallest box edge. In order to use the 
standard cut-off of 8/k used in the G R O M O S  force 
field, Koehler et al. (1987, 1988a,b) simulated a 
system consisting of four unit cells, the lengths of the 
edges of the computational box being 2a, b and 2c. 
Use of such a big computational box would make 
the MD refinement with time-averaging prohibitively 
expensive for testing a variety of conditions. In the 
absence of electrostatic interactions a much shorter 
cut-off radius can be used since the van der Waals 
interactions are of relatively short range. The use of 
a 4.0,~ cut-off would allow the use of the asym- 
metric unit as the computational unit. Therefore, the 
Coulombic interaction was neglected in the simu- 
lations. Since we are interested in testing the time- 
averaging methodology and use artificial 'observed' 
structure-factor amplitudes, this degradation of the 
force field is acceptable in view of the considerable 
gain in computing efficiency. An MD simulation of 
the asymmetric unit with its crystal symmetry was 
run for 100 ps at 300 K to equilibrate the system in 
the presence of the altered force field. 

From this time point the artificial data was gener- 
Vres t  r = 0 )  at ated over a 10 ps MD simulation (with sf 

300 K in which structure factors were calculated 
from the structure every 2 fs using a 1.0 A 2 tempera- 
ture factor on all atoms with the Gromox refinement 
suite (van Gunsteren & Berendsen, 1987; Gros & van 
Gunsteren, 1993). The grid spacing in the electron- 
density calculation was 1/3 of the maximum resolu- 
tion used. After the data-generating simulation these 
structure factors were averaged [using (4)] into a 
single set of average structure factors. The generated 
data was then randomly, within a given resolution 

range, divided into two parts containing 90 and 10% 
of the total data. This was to allow for free R values 
(Briinger, 1992a, 1993), Rfr~, to be calculated during 
the various refinements. 

Refinement scheme 

All refinements were performed on the a-cyclo- 
dextrin structure with Gromox (van Gunsteren & 
Berendsen, 1987; Gros & van Gunsteren, 1993) 
varying the resolution, relaxation time and tempera- 
ture factor of the system. In every case the 
refinement was carried out for 100 ps at 300 K. In 
every case a constant scale factor [k~c, (2)] of one was 
used to scale the calculated and observed structure 
factors. The weight factor [k sf, (2)] which scales the 
potential energy from the X-ray data to the physical 
potential energy was varied in each simulation so as 
to maintain the force generated by the X-ray term to 
approximately 50% of the force from the physical 
force field. The structure factors were updated every 
five time steps of 2 fs or if any atom had moved more 
than 1 A. 

For every refinement performed the crystallo- 
graphic R factor and Rfree were calculated using (3) 
and monitored as a function of time. A final aver- 
aged R factor was calculated for each refinement 
from the averaged structure factors calculated using 
(4) over the last 50 ps of the simulation. 

Starting from the MD-equilibrated a-cyclodextrin 
structure the molecule was refined with traditional 
MD refinement for 5 ps with an overall temperature 
factor of 1.0 A 2 and to a resolution of 1.0 A. The 
initial crystallographic R factor was 60 2%, after 
5 ps of refinement it had been reduced to 44.7% with 
an Rfre~ of 43.4%. At this stage in the refinement a 
variety of overall temperature factors were tried to 
see which one would best represent the motions of 
the atoms in the crystal. Overall temperature factors 
of 7.5, 5.0 and 2.0 ,~2 were tried for 50 steps of MD 
each, giving R factors of 33.5, 32.5 and 39.9%, 
respectively. From these results a further 2 ps of MD 
refinement was performed using a temperature factor 
of 5.0 ,~2. The resulting structure had an R factor of 
30.8% with Rfre~ = 32.6%. This structure then served 
as the starting point for all the subsequent time- 
averaging crystallographic refinements. The initial 
values for the averaged structure factors were taken 
to be equal to the instantaneous values. 

Relaxation time and resolution 

The relaxation time, rx, of a time-averaging crystal- 
lographic refinement is critical to adequate sampling 
of the fluctuations in the molecular system. The 
longer the relaxation time the more configurations 
will contribute to the ensemble. If the relaxation time 
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is too short, important configurations may be 
missed. However, if the data for the structure is not 
highly resolved then refining with an ensemble of 
structures is overfitting the available data. The use of 
Rfr~¢ during refinement reflects whether the ensemble 
generated by the relaxation time is overfitting the 
data. If RrrCe deviates from the refined R factor 
overfitting is likely to occur. 

In this study six relaxation times, rx, were 
examined 20, 10, 5, 2, 0.5 and 0 ps. Table 1 shows R 
factors which were obtained from calculated struc- 
ture factors averaged over 50 ps (except for the case 
of rx = 20 ps when the structure factors were aver- 
aged over 70 ps) at the end of a 100 ps refinement 
trajectory obtained with various relaxation times and 
resolutions. The simulations with relaxation time 
rx = 0 correspond to a traditional single-structure 
MD refinement. Over all three resolution ranges 
examined the R factor for the data used in the refine- 
ment decreased significantly as the relaxation time 
increased. At 1.0 and 2.0 A resolution Rfree also 
decreased significantly as the relaxation time 
increased. At 3.0 A, however, Rfr~e is significantly 
higher than the refined R factor and does not change 
for longer relaxation times. This indicates that at 
3.0 A the ensemble generated by time averaging is 
overfitting the data and thus is inappropriate to use. 

Whether or not it is possible to use time-averaging 
crystallographic refinement at a given resolution is 
dependent on the redundancy of the data. In the case 
of a-cyclodextrin in this crystal form with six water 
molecules there are 72 non-H atoms in the asym- 
metric unit. Each of these atoms can move in three 
dimensions, so there are formally 216 +1  (overall 
temperature factor) Unknowns when determining one 
structure without individual temperature-factor 
refinement. The stereochemical constraints and 
restraints reduce this number in reality, whereas it is 
increased to an unknown degree by the application 
of time averaging. The number of unknowns is to be 
compared with the number of reflections in the three 
resolution ranges given in Table 2. At 3.0 A the ratio 
of used data points to unknowns is 0.55, at 2.0 A it is 
1.7 and at 1.0 A the ratio is 12. 

In Fig. 1 the refined R factor and RfrCe are shown 
during the course of the 100 ps refinements for the 
three resolutions using relaxation times of 5 ps and 
temperature factors of 1.0 A 2. At 1.0 A resolution 
every fluctuation in the refined R factor is reflected in 
Rf~ (Fig. l a), as indicated by a high correlation 
coefficient of 0.99 between the two curves. At 2.0 A 
resolution, although the separation between the 
refined and the free R factor is larger, the fluc- 
tuations still have a correlation coefficient of 0.88 
(Fig. l b). At 3.0 A resolution Rrr~ is even further 
separated from the refined R factor, and becomes 
much less correlated to the refined R factor (Fig. l c), 

Table 1. Effect of  varying the relaxation time and 
resolution 

R factors were calculated from averaged structure factors using (4) 
over  the last 50 ps o f  100 ps trajectories. 

Relaxat ion Resolut ion Tempera tu re  Overall  Refined Free 
time r ,  (ps) (A) factor  (A 2) R factor  R factor  R factor  

5 1.0 1.0 5.23 5.04 6.86 
2 1.0 1.0 7.05 6.87 8.59 
0.5 1.0 1.0 16.1 15.9 18.4 
0 1.0 1.0 44.6 44.7 43.4 

20 2.0 1.0 2.01 1.44 6.73 
I 0 2.0 1.0 2.24 1.68 6.86 
5 2.0 1.0 2.65 2.01 7.95 
2 2.0 1.0 5.01 4.27 11.1 
0.5 2.0 1.0 7.76 7.17 12.7 
0 2.0 1.0 21.7 20.7 29.6 
5 3.0 i.0 2.02 0.841 12.4 
2 3.0 2.0* 2.59 1.50 12.2 
0 3.0 1.0 15.8 15.1 22.0 

* Since time averaging using 3.0 A resolution data  produced 
inaccurate results, fur ther  simulations with al ternate tempera ture  
factors were unwarranted. 

Table 2. Number of  reflections by resolution 

Resolut ion range (A) All observed da ta  Refined data  Free data  
17.0-1.0 2921 2630 291 
17.0-2.0 418 367 51 
17.0-3.0 135 120 15 

with a correlation coefficient of 0.46. The increasing 
separation of Rfree and the refined R factor with 
decreasing resolution is due to the decreasing redun- 
dancy of the data. At high resolution there is a high 
ratio of data points to unknowns, so the data with- 
drawn for the Rfree calculation is redundant in 
determining atomic positions with respect to data 
that was used in the refinement. Thus, the Rfre¢ is 
very close to and tightly correlated with the refined R 
factor at high resolution and becomes more 
separated and less correlated at lower resolution. At 
3.0 A there is less data to uniquely determine the 
structure in one configuration. The stereochemical 
constraints as embodied by the force field used make 
the actual number of unknowns much smaller than 
216, which explains the correspondence of the refined 
and free R factor in the case where rx = 0 ps. How- 
ever, these stereochemical constraints do not suffice 
to determine several distinct conformations in the 
cases where rx ~ 0 ps. Thus, time-averaging crystal- 
lographic refinement is least reliable at 3.0 A resolu- 
tion and is extremely reliable at 1.0 A resolution in 
this test system. 

At the higher resolution ranges, where sufficient 
data are available for the application of time- 
averaging refinement, the relaxation time for the 
system should be optimized. Even at very short 
relaxation times, time averaging can increase the 
accuracy with which the system is being described. 
This is seen by the dramatic decrease in crystallo- 
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graphic R factor from 44.7 to 15.9 to 6.87 by increas- 
ing the relaxation time from 0 to 0.5 to 2 ps at 1.0 A 
resolution (Table 1). Similar behaviour is observed 
for the time-averaging refinements at 2.0/~, resolu- 
tion, for which the refined and free R factors are 
plotted v e r s u s  relaxation time in Fig. 2. As seen for 
the 1.0 A refinement the R factor decreases quickly 
even at short relaxation times. As the relaxation time 
continues to be increased the refined R factor 
decreases but levels off. The R factor decreases only 
by 0.24% with a doubling of the relaxation time 
from 10 to 20 ps. This is not surprising considering 
the fact that the 'observed' data were generated over 
a 10~p period. Thus, the optimal relaxation time for 
2.0 A s resolution data representing local, short time 
(10 ps) motions of a-cyclodextrin is approximately 
5 ps. 
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Fig. 1. The refined (solid line) and free R factor (dashed line) 
calculated using (3) for a lOOps time-averaging refinement 
trajectory with a relaxation time 7"x of 5 ps, a temperature factor 
of l A 2 and using data to a resolution of (a) 1.0, (b) 2.0 and 
(c) 3.0 A. 

Overall temperature factor 

Time-averaging refinement refines an ensemble of 
structures to the crystallographic data. In traditional 
single-structure refinement mobility in the structure 
is represented  by  the  use  o f  a t o m i c  t e m p e r a t u r e  
factors. In this section the use of an overall tempera- 
ture fac tor  to  p o s s i b l y  increase  the  e f f i c i ency  o f  t i m e  
averaging is investigated. In Table 3 three pairs of 
simulations are compared. Enlarging the temperature 
factor of an atom effectively increases the radius of 
the electron density of that atom, thus by having a 
higher  t e m p e r a t u r e  fac tor  the  a t o m  c a n  c o v e r  m o r e  
of space in the same amount of time. However, at 
high resolution, 1.0A, and 5 ps relaxation time 
increasing the temperature factor actually hinders the 
refinement. Since the data was generated using atoms 
with a temperature factor of 1.0 A. 2, the electron- 

30.0 

~ 20.0 

o 
Z 

~>, 10.0 

c.) 

0.0 

A ,L R free (10°1o) 

- - R refined (90%) 

0.0 5.0 10.0 15.0 20.0 

Relaxat ion  t ime (ps) 

Fig. 2. The final refined and free R factor (taken from Table 1) 
resulting from a series of time-averaging refinements as a func- 
tion of relaxation time ~'x at 2.0 A resolution. 
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Table 3. Effect of  changing the temperature factor 

R factors were calculated from averaged structure factors using (4) 
over the last 50 ps of I00 ps trajectories. 

Temperature Relaxation Resolution Overall Refined Free 
factor (A 2) time rx (ps) (A) R factor R factor R factor 

1.0 5 1.0 5.23 5.04 6.86 
2.0 5 1.0 5.85 5.73 6.85 
1.0 0.5 1.0 16.1 15.9 18.4 
5.0 0.5 1.0 15.7 15.6 16.8 
1.0 2 2.0 5.01 4.27 I1.1 
2.0 2 2.0 3.87 3.12 10.1 

density map possesses detailed features. These 
cannot be reproduced with temperature factors of 
2 A 2, resulting in a poorer R factor than when 1 A 2 
temperature factors were used. 

The second pair of refinement simulations illus- 
trates the effect of using a high temperature factor at 
a very short relaxation time. At 1.0 A resolution and 
a 0.5 ps relaxation time, increasing the temperature 
factor from 1.0 to 5.0A 2 did not significantly 
improve the accuracy of the refinement. This is not 
surprising since an electron-density map with fine 
detailed features cannot be described well with rela- 
tively large atoms. 

In the final pair of simulations the effect of chang- 
ing the temperature factor at intermediate resolution, 
2.0 A, and medium-length relaxation time, 2 ps, is 
investigated. Here increasing the overall temperature 
factor does aid the refinement by decreasing the R 
factor by nearly one fourth. At this resolution this 
increase in accuracy is of the same order of magni- 
tude as obtained by a doubling of the relaxation 
time. The difference at 2.0 A is that the electron 
density does not have as sharp peaks as at 1.0 A and, 
thus, increasing the effective radii of the atoms is 
advantageous to the refinement. 

Comparison with anisotropic refinement 

As a comparative test to the time-averaging crystal- 
lographic refinement a refinement with anisotropic 
temperature factors was performed with the gener- 
ated data to 1.0 A using the SHELXL93 program 
(Sheldrick, 1990). Refinement of anisotropic tem- 
perature factors reflects that atoms do not vibrate in 
a spherically symmetric way and thus an ellipsoid is 
defined to represent the anisotropic motion of the 
atoms. The refinement of anisotropic temperature 
factors adds six more unknowns to refine per atom. 
The anisotropic temperature factor is defined as, 

B = exp [ -  2rr2(Ul Ih2a .2 + U22k2b .2 + U33/2e .2 

+ 2Ui2hka*b* cosy* + 2Ui3hla*e* cosfl* 

+ 2 V23k/b*e* c o s a * ) ] ,  (6) 

where U,.j (six additional degrees of freedom per 

atom) are the thermal parameters expressed in terms 
of mean-square amplitudes of vibration, h, k and l 
are the Miller indices, and a*, b*, e*, a*, fl*, y*, are 
the reciprocal lattice unit vectors and angles. Thus, 
refinement of anisotropic temperature factors should 
be able to account for some of the motion that is 
accounted for with time-averaging crystallographic 
refinement. 

The starting conformation was the same structure 
as was used at the start of the various time-averaged 
refinements. Initially the coordinates were given full 
occupancy and individual temperature factors of 
5.0 A 2 which yielded an R factor of 44.2%. After 20 
steps of least-squares refinement and refinement of 
individual isotropic temperatures factors the R factor 
was 21.1%. Another such round of refinement 
brought the R factor to 16.2%. At this point a 
further 15 cycles of least-squares refinement was 
performed and a round of anisotropic refinement. 
Several atoms were flagged as potentially having two 
positions. These atoms, along with the water mol- 
ecules, were given isotropic temperature factors and 
another ten steps of refinement were performed. The 
R factor was then 12.7%. Once again anisotropic 
refinement was tried on all atoms, but seven were 
again flagged as having two positions. These atoms 
were then assigned two positions each with 50% 
occupancy, ten steps of least-squares refinement were 
performed and the occupancies were also refined. 
The R factor dropped to 9.47%. The occupancies 
which showed two atoms in predominantly one posi- 
tion, were re-refined using a single isotropic position 
again for ten steps. The R factor became 9.41%. 
Then anisotropic refinement was tried on the three 
atoms which were no longer considered in split posi- 
tions and a final 20 cycles of least-squares positional 
refinement were performed. The final resulting R 
factor was 8.74%, with four atoms placed in two 
distinct positions, the six water molecules refined 
isotropically and the remaining 62 atoms refined 
anisotropically. All the atoms that were split were O 
atoms, two were in the 06  position in the sugar ring, 
one was in the 02  position and one was in the 05  
position, three of the atoms were part of the same 
sugar ring. 

To compare the results of the SHELXL93 
refinement with the time-averaging refinement, the 
electron density of the ring with the three atoms with 
multiple positions was examined. In Fig. 3(a) the 
electron density from the SHELXL93 model is 
shown, in Fig. 3(b) the density of the 1.0 A, rx = 
5 ps, time-averaging refinement is shown, and in Fig. 
3(c) the exact 'observed' electron density. The 
electron-density map obtained by time-averaging 
refinement almost perfectly matches the exact 
'observed' one, although a small amount of noise is 
seen in a straight difference map. One of the factors 
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(c) 
Fig. 3. 2Fobs- gcal¢ electron-density map of one ring in the 

a-cyclodextrin contoured at l a using data to 1.0 A resolution, 
(a) resulting from the SHELXL93 program, (b) resulting from 
the time-averaging simulation with a 5 ps relaxation time, (c) 
exact 'observed' density resulting from the structure-factor 
generating simulation. [The electron-density maps were pro- 
duced with X-PLOR (Briinger, 1992b) and displayed with 
CHAIN (Sack, 1988).] 

contributing to this perfect match is the use of the 
same force field in generating the 'observed' data as 
in the refinement. The electron density from the 
time-averaging refinement is much smoother and 
continuous around the ring with the positions of 02  
and 05 in a single slightly broader, peak each than 
is observed in anisotropic temperature-factor 
refinement. The S H E L X L 9 3  electron density is less 
continuous, with very sharp edges around many of 
the atoms. In all three electron-density maps there is 
very little density around the C6 and 06  positions, 
indicating that the positions of these atoms are not 
well defined. 

Conclusions and implications to macromolecular 
crystallography 

In this study the range and modes of applicability of 
time-averaging crystallographic refinement were 
examined by simulations in which the resolution, 
relaxation time and temperature factor of the system 
are varied. Having sufficient resolution, and thus 
redundancy in the experimental data is the most 
critical parameter as to whether time averaging will 
work. Increasing the relaxation time of the system 
increases the size of the ensemble used for the 
refinement and thus better describes the system, 
which is reflected by decreasing (free) R factors. 
Choosing the relaxation time by a factor of two 
longer than the time period over which the 
'observed' structure factors were collected (rx = 20 
versus 10 ps at 2.0 A resolution) does not lead to a 
deteriorated model, although no improvement is 
obtained either; the free R factor slightly decreases, 
whereas the number of degrees of freedom effectively 
increases. At high resolution, 1.0 A, increasing the 
temperature factor of the system does not aid in the 
refinement, whereas at 2.0 A it has an effect similar 
to doubling the relaxation time. Thus, the appro- 
priate parameters for time-averaging refinement are 
dependent on the experimental data of system of 
interest, the amount of computer time available and 
the intrinsic mobility and disorder of the molecular 
crystal. 
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